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The debate inside the International Network Working Group (INWG)
and the events between 1974 and 1976 that led up to the INWG 96
transport protocol were a small part of a much larger debate going on
within the communications and networking industry. This article places
the INWG discussions in this wider context to better understand the
technical points and implications and their ultimate impact on
established business models.

In a 2011 Anecdote department article in the
Annals, Alex McKenzie provided an excellent
account of the events between 1974 and
1976 leading up to INWG 96, a proposed
internetwork transport protocol, as well as
sound reasoning about the impact of that
effort.1 As an anecdote, McKenzie’s article
necessarily focused exclusively on the events
in INWG (International Network Working
Group), which was later designated the Inter-
national Federation for Information Process-
ing (IFIP) Working Group 6.1 (WG6.1).
INWG was formed primarily by network
researchers from Cyclades, NPL (National
Physical Laboratory ), Arpanet, ETH, Univer-
sity of Liege, and other groups in the wake of
the First International Conference on Com-
puter Communication (ICCC) in 1972 to pro-
vide a focus for developing protocols and
tools for a new networking paradigm.2 INWG
96 was the key element for this new para-
digm. But adopting the paradigm threatened
the business models of the phone companies
and IBM. This article tries to place the INWG
discussions in this wider context to better
understand their technical points, impor-
tance, and impact.3

The New Paradigm for Networking
By the 1970s, IBM dominated the computer
industry with 85 percent of the computer mar-
ket. Unlike today, the other 15 percent was
occupied by many other companies (RCA,
General Electric, Amdahl, Xerox, Burroughs,
NCR, and Univac) as well as the newcomers in

the minicomputer market (DEC, Data Gen-
eral, Prime, and so forth). There was consider-
able variety in the hardware architectures and
operating systems of these products.4

Similarly, the communication industry
was dominated by big players, but in this
case, by monopolies. In the United States,
AT&T, Bell System, and Western Electric were
regulated by the Federal Communications
Commission (FCC), and they dominated 85
percent of the market. The remaining 15 per-
cent of the market consisted of close to 6,000
independent phone companies (mostly coop-
eratives) of which only a half-dozen, such as
GTE, were of any size. In most of the rest of
the world, the telephone company was a gov-
ernment ministry referred to as the PTT (Post,
Telegraphy, and Telephony).5 The PTTs were
the equivalent of AT&T and the FCC in one
entity, making the rules they had to follow.
Both IBM and the major PTTs, being essen-
tially vertically integrated—that is, building
the products and providing the services—
wielded immense market and political power
(not just influence).

Computer communications began almost
as soon as there were computers. For exam-
ple, in 1951 the University of Illinois had
dedicated time every night via phone line to
Ordvac in Virginia until they could complete
building their copy of Ordvac, Illiac I. This
early use of voice networks for data (by no
means the first) was either terminal to main-
frame or it was mainframe to mainframe, for
example, using Autodin I message switching.
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In the 1960s, government researchers were
exploring the possibilities of networks dedi-
cated to moving data. The story has been told
many times how Paul Baran at the Rand Cor-
poration and Donald Davies at NPL in the UK
independently invented the idea of packet
switching. Rather than sending a continuous
data stream, the way voice was sent, data
would be broken up into small packets for
transfer along network paths.6

Oddly enough, whether this was revolu-
tionary depends on your age at the time. If
your formative years had been with teleph-
ony, then this was indeed revolutionary. Mov-
ing from a continuous stream to discrete
packets is a huge change. However, if you
were just a few years younger and your forma-
tive years were with computing and you know
little of telephony, then packet switching was
“obvious”! Consider the problem from that
perspective: Data in computers is stored in
finite-length buffers (in those days, relatively
small buffers), and the problem is to transfer
data from one computer to another. What
should you do? Pick up the buffer and send it!
What else would you do? And if you were
sending a buffer, you wouldn’t do it without
taking precautions that it wasn’t lost or dam-
aged and that it wasn’t being sent too fast.
Packet switching is a logical solution to that
problem, which explains why it was invented
independently and in somewhat different
forms more than once.7

As often happens in science, these insights
seldom happen all at once in one fully formed
transformation. This was no exception. The
packet-switching proposals as envisaged by
Baran and Davies still retained many of the
properties of the traditional phone system.
This is to be expected. To paraphrase Ludwig
Wittgenstein,8 we have to climb the ladder to
see what is next. But first we have to build
something to climb up, so we can see further.
These ladders are thrown away a bit more fre-
quently as the new idea (paradigm2) is in its
initial flush of understanding and then
become less frequent as understanding moves
into what Kuhn calls “normal science.”9 It is
only when viewed from the future that it
appears to have been a step function.

In 1969, ARPA began construction of the
Arpanet, taking its lead from Baran’s ideas.10

Soon after, Louis Pouzin, who had worked on
Project MAC at MIT and was now at IRIA near
Paris, saw the Arpanet on a return visit to the
US. Pouzin resolved to build a packet-switched
network in France to study networking, in
contrast to ARPA which built what was pri-

marily a production network to facilitate
research on other topics. This was an impor-
tant distinction. They called the network
Cyclades, named after the Cyclades Islands
near Greece, which had a form of distributed
government. The group determined that for a
network to study the nature of networking,
they should start from the basics. This led to
the insight that completed the paradigm shift.

They saw the problem more as distributed
computing and in particular a resource-alloca-
tion problem. Consequently, they applied their
experience from operating systems (OSs). Two
examples should suffice. From OSs, it was well-
known that dynamic resource allocation
required orders of magnitude fewer resources11

than the more traditional static allocation of
resources to connections. As a consequence,
dynamic allocation didn’t require all messages
in a “conversation” to follow the same path.
The packets could be routed independently,
making dynamic use of resources, and reas-
sembled into the original conversation at the
destination. Although that also entailed some
unavoidable loss from congestion, it was rea-
soned that with proper congestion control it
would be tolerable and in any case the com-
puters (hosts) would always check to make sure
all the data was received correctly. This meant
the network didn’t have to be perfectly reliable.
As long as the network made a “best effort” to
avoid congestion, the hosts would provide
end-to-end reliability far more cost-effectively.
Any messages lost in transit would be recovered
by the hosts. Pouzin called this the datagram
model or, more commonly later, the connec-
tionless model. They also applied the Dykstra’s
concept of layers12 at first to manage the com-
plexity of the software and in doing so discov-
ered that layers in networks were more general.
They were a locus of distributed shared state.
Higher layers tended to have greater scope.
Notice how this requires a shift in perspective
to look at the whole problem rather than the
traditional separation where telecom people

It had become clear in

the late 1960s and early

1970s that computing

and communications

were destined to merge.
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considered the network aspect of the problem
and computer people considered the host
aspect of the problem. Pouzin was doing what
science often does: establish the minimal capa-
bility with the least assumptions and then con-
sider its properties and what is necessary to
enhance them.13 This yielded the classic five-
layer model (see Figure 1) we so often see:

� a physical layer provides the interface to
the physical media;

� a data link layer primarily detects errors
on the physical media and hence is tail-
ored to its characteristics and provides
sufficient error and flow control over the
physical media that end-to-end error
and flow control can be effective;

� a network layer relays the packets through
the network;

� the transport layer primarily recovers from
loss due to congestion and the rare mem-
ory error during relaying, providing the
end-to-end error and flow control, which
ultimately creates the reliable network
from unreliable lower layers; and finally

� the application layer, the reason for the
network.

The Baran and Davies ideas were the first
part of a paradigm shift (as continental drift
had been), and Pouzin provided the key
refinement (with plate tectonics14) that com-
pleted the creation of a revolutionary new
paradigm. Pouzin’s datagram model of using
dynamic resource allocation from operating
systems and building reliable networks from
unreliable parts captured the imagination of
the small community of researchers in the US

and Europe working on networking at the
time. It was the combination of Pouzin’s oper-
ating system experience (different perspective)
and a first working example, the Arpanet, (a
good ladder) that enabled Pouzin’s insights.

It had become clear in the late 1960s and
early 1970s that computing and communica-
tions were destined to merge. “Convergence”
was quickly becoming a watchword. Although
the researchers were still working out the
details of the new model, they strongly agreed
about its major precepts. This was a new para-
digm in the original sense of the word.15 The
new model had four primary characteristics:

� It was a peer network of communicating
equals, not a hierarchical network con-
necting a mainframe master/server with
terminal slaves/clients.

� The approach required distributed
shared state of different scopes, which
were treated as black boxes. This lead to
the concept of layers being adopted from
operating systems.

� There was a shift from largely determin-
istic to nondeterministic approaches,
not just with datagrams in networks, but
also with interrupt-driven as opposed to
polled operating systems, as well as tech-
nologies such as Ethernet.

� Last but not least, this was a distributed
computing model, not a telecom or data-
communications model. The network
was the infrastructure of a distributed
computing facility.16

Although less fundamental, there was also
a strong tendency to look for solutions that

Figure 1. What became the classic five layer model proposed originally for Cyclades, where the

primary purpose of the data link layer ensures corrupt messages are discarded and if necessary

recovered, while the transport layer was primarily concerned with recovering loss due to congestion

(whole messages) and the rare memory error in relaying. The true insight was that dynamic resource

allocation in a network layer that abandoned the traditional connection would require orders of

magnitude fewer resources.
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yielded degenerate cases rather than special
cases.17 This was a radical change from a field
that had been focused on the electrical proper-
ties of physical media to one focused on dis-
tributed resource allocation. The mathematics
and the concepts between the two are com-
pletely different. An introductory networking
textbook in 1975 (then called data communi-
cations) would have had 400 pages on the
physical media (signals and information
theory) and 50 pages on everything else.
Today that proportion is exactly the opposite.

Threat to the Status Quo
To the casual reader, the characteristics of this
new paradigm may seem innocent enough,
almost too philosophical to have any bearing
on hardnosed product development and busi-
ness issues. To IBM and the PTTs, however,
each characteristic represented a sharp object
pointed directly at their hearts, and more
importantly at their bottom lines. This was
not at all what IBM and the PTTs had in mind.
In fact, it invalidated their business models
and was the beginning of an intense contro-
versy that dominated networking for the next
two decades and, in a real sense, continues to
this day. The researchers’ perfectly reasonable,
but radical new networking model was coun-
ter to the traditional model of telephony and
data communications of both IBM and the

PTTs. They had angered not one but many
500 pound gorillas!

While the researchers in INWG were filled
with enthusiasm about the possibilities of the
new model, the PTTs did not disguise their dis-
dain for the new ideas. Who were these young,
mostly unkempt ivory tower types to be tell-
ing them how to build networks?! According
to them, the researchers needed to go back to
their labs and leave building real networks to
the professionals. The PTTs preferred their tra-
ditional “beads-on-a-string” model.18 Their
model served nicely as a technical guide and
conveniently to define markets by defining
boundaries between boxes that determined
which belong to the PTTs and which didn’t
(most of them did).

Figure 2 provides a revealing example of
how the PTTs used this model with their first
packet-switched network standard, X.25, to
both guide the technology and their defini-
tion of the market. X.25 defines the interface
between a host and the network. It does not
define how the network works internally.

Terminals, or teletypes, accepted charac-
ters delimited by start and stop bits, hence
the term “start-stop-mode DTE.” DTE is any-
thing that belongs to a customer. The PTTs
defined the network’s boundary such that it
included the boxes they wanted to own
(PADs and DCEs).19 Even the name “packet

Figure 2. A simple configuration of a terminal connected to a host illustrates the difference in

worldviews. The researchers’ layered model (upper labels) yields a symmetric model and defines

interfaces to be within boxes with no regard to who owns what, thereby market neutral. The PTTs

preferred the beads-on-a-string model (lower labels), which yields an asymmetric model where

interfaces are defined as between boxes and allows them to delineate which boxes belong to whom,

thereby defining a market. The terminology can be read as follows: A number of terminals, start-stop-

mode data terminating equipment (DTEs), are connected to a host or terminal concentrator of limited

capability, the packet assembler disassembler (PAD), which connect to a network of packet switches,

data communicating equipment (DCEs), which connect to fully-functioned hosts, packet-mode DTEs, for

example a mainframe timesharing service. If the reader finds the PTT terminology somewhat

confusing and convoluted, then the author’s point has been made.
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assembler/disassembler” was chosen to make
it sound more like network equipment rather
than, say, the “terminal concentrator” or
“terminal front-end” terms used for the same
equipment on the market at the time.20 This
was done even though this yields an asym-
metric model that was a point product and a
development dead end.

The research community spoke about the
same boxes, but a PAD was viewed as a small
host. Terminals were a local matter outside
the model. Why? Theirs was a distributed
computing model of peers. Terminals at the
time didn’t have the capability to be even a
limited computing peer.21 Thus, yielding a
symmetrical model, which is open ended for
new developments that will generate new
revenue and hold the customer. The asym-
metric model is a point solution that cannot
be extended without significant change and
likely requiring new equipment. This opened
the door for competitors, which was not a
concern for government monopolies.

The PTTs also had plans for various value-
added services that would require databases
and hosts to provide the service. The French
Minitel’s use of videotex is a prime example
of what they had in mind.22 But it was impor-
tant to the PTTs that these high-margin,
value-added services belonged exclusively to
them and not be subject to competition. To
do this, they had to be seen as being “in the
network.”23 The beads-on-a-string model let
them define what was outside the network
and didn’t restrict anything they wanted to
put inside the network. On the other hand,
the model put all hosts and, by implication,
application services outside the network at its
edge undermined their claim of exclusivity.

Although claims of exclusivity have waned
with deregulation, there has been a constant

drumbeat by the larger players emphasizing
centralization for an inherently decentralized
problem. The PTTs and their proponents
talked of (or were accused of) creating walled
gardens to lock in customers. Although the
names change with time, the story has
remained the same: timesharing with main-
frames for the 70s, client-server systems for
the 80s, network computers for the 90s; and
cloud computing for the 00s. The centraliza-
tion inherent in all of these has the same goal:
to concentrate power and ensure product
lock-in among a few (they hope, one) and to
thwart the inherently distributed nature of
the network.

The PTTs recognized that the datagram
model relegated them to a commodity busi-
ness of just moving bits as cheaply as possible
(see Figure 3). In their world, which charged
for packets delivered and connect time used,
how could they charge for datagrams that
were not always delivered and had no con-
nections? Furthermore, datagrams made the
network nondeterministic, not the nice neat
deterministic world of telephony circuit
switching they were familiar with. For the
PTT engineers, software was disconcerting
enough, but the nondeterminism of the data-
gram model was even more disconcerting.

The debate over connection versus connec-
tionless lead to the other major technical dis-
agreement of the period: hop-by-hop versus
end-to-end error control. The Arpanet had
used a hop-by-hop approach, which was taken
up by the PTTs in X.25. The hop-by-hop model
tried to correct errors as the packets were for-
warded and ensure that none were lost. Each
switch would hold a copy of the packets it sent
until the packet was acknowledged by its
neighbor, leading to static resource allocation.
However, there were always error cases of

Figure 3. Datagram model. The transport layer of the new model sealed off the PTTs to a commodity

business, making it impossible for value-added services to be in the network and remain the exclusive

domain of the PTTs.
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switches or lines failing at inopportune times
that led to lost packets. As noted earlier, the
new datagram model took the end-to-end
approach to error control proposed by Pouzin.
In this approach, the network does not
attempt to be perfect, but only makes a best
effort—that is, enough effort that end-to-end
error control in the hosts is cost-effective.
Many papers were written defending one side
or the other. The PTTs argued that their net-
works were reliable, although they clearly
weren’t. There were several common error
conditions that caused a reset in X.25, which
lost data.

It is important to pause here to remember
that this argument was not taking place
within INWG. For the INWG group the hop-
by-hop design, beads-on-a-string model, and
value-added services in a network were an
anathema: concepts of the old guard. The dis-
cussions within INWG were to create a united
position to counter the PTT position.

The hop-by-hop design had several advan-
tages for the PTTs. With no transport layer,
they could continue using the beads-on-a-
string model and (exclusively) offer value-
added services. For their engineers, this
seemed close to their traditional concepts of
circuit switching (even though considerably
more complicated), an approach they were
comfortable with. And of course being engi-
neers, the idea of building network switches
that were nondeterministic and not abso-
lutely bulletproof went against everything
they had ever done. This debate over hop-by-
hop versus end-to-end error control con-
sumed much of the 1970s and 1980s.

In the datagram model, the high margin
value-added services were in the hosts. Hosts
were always “outside the network.” There
was no inherent distinction between hosts
belonging to the customer or to the provider.
It was not possible to draw boundaries to
carve out exclusive markets as the PTTs had
always done.24 How could they offer (lucra-
tive) value-added services exclusively “in the
network” if the only function in the network
was moving bits as cheaply as possible?25

Getting rid of the transport layer would
allow them to keep the beads-on-a-string
model and continue to use the architecture to
protect their markets. The PTTs were very
much against a transport layer over data-
grams. Datagrams were less a worry. They built
their networks. They could do as they pleased
and simply not use them. But transport proto-
cols were in customer hosts, outside their
domain of control. They were a major threat

to the traditional business models. However,
contrary to their spin, X.25 was not reliable.
Not infrequent conditions could cause a reset
accompanied by the loss of data.

The PTT’s solution to recovering data lost
by X.25 resets was a classic of standards sleight
of hand. They defined RTSE (Reliable Transfer
Service Element, X.228) as an application ele-
ment and argued that it was for application-
layer recovery of lost data—for example, a
checkpoint recovery typically used after a sys-
tem crash to restart a long file transfer without
beginning at the start of the file—not net-
work-layer recovery of lost data. However, a
cursory inspection of the protocol noting the
time intervals it operated on were closer to
packet round-trip times of a transport proto-
col than to the much longer intervals of file
transfer check-pointing. In addition, the fact
that it was always required, even when not
used for transferring large amounts of data
(where checkpoints would be used), indicated
otherwise: It was actually a transport protocol
in the application layer. By putting it in the
application, the PTTs retained the beads-on-a-
string model and avoided (in their minds) rel-
egating the network to the commodity busi-
ness of just moving bits. By contrast, the
networking groups saw the transport layer as
part of the operating system.

The new model was also a threat to IBM. Its
networking product, SNA (System Network
Architecture), was a centralized hierarchical
architecture rooted on the mainframe and
polling simple terminals, quite deterministi-
cally.26 Even then it was recognized that,
although a peer architecture could be subset
to be hierarchical, it was not possible to go the
other way—in other words, to “enhance” a
hierarchical model into a peer model. In a
hierarchical model, too many decisions are
made in too many places based on the
assumption that either there is a single main-
frame as the master or the network is a tree. If
this was to be the future, there was no way to
transition SNA to this peer model. As indi-
cated by IBM’s design choices (SNA polled ter-
minals) and that SDLC (Synchnronous Data
Link Control) and their 1980s token ring sup-
port were all deterministic, IBM’s engineering
culture was also uncomfortable with this shift
away from determinism.

However, IBM could not be as heavy
handed in opposing the new model as the
PTTs. The PTTs were a legal monopoly, and
IBM wasn’t. IBM had to be wary of doing any-
thing that could be construed to be antitrust
or anticompetitive.27 There had been antitrust
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suits in the past,28 some ongoing, and it had
gotten its hands slapped for announcing prod-
ucts and then canceling them as well as other
practices (some innocent, some not so).29

Although the new approach was no less
threatening to IBM, it had to be more subtle
in its opposition. IBM needed time. Had IBM
realized how its view would continue to domi-
nate networking for the next three decades, it
might have been less concerned.

The old guard held fast to a deterministic
worldview. Meanwhile, the “young turks”30

championed a worldview characterized by
decentralization and nondeterminism that
drew on computing and operating systems
concepts that were just as unsettling to the
old guard.31 This new view was not only a
threat to their business models but to their
intellectual models. It would suit them fine if
it just went away, and if not, they would do
what they could to help it go away.

However, the other computer companies,
especially minicomputer companies, saw that
while this new model created problems for the
big incumbents, it played to their strengths. (A
comparison between dinosaurs and mammals
was not uncommon at the time.) Minicom-
puters were being used for early packet
switches and relied much more on interrupt-
driven operating systems. Their engineers
tended to be younger and among the first to
be educated entirely in computing. Minicom-
puter engineers were much more comfortable
with the new model. These companies
strongly supported this new approach, not
because they believed it represented “truth
and beauty” but for hardnosed business rea-
sons. Minicomputer companies understood
that costs were going to fall for a long time
(this was later referred to as Moore’s law32) and
falling prices were to their advantage. While
the incumbents struggled against the corpo-
rate inertia of an installed base, the minicom-
puter companies could take advantage of the

move to “convergence” and leverage this new
network opportunity to acquire market share.

This was a war of competition disguised as
a rational technical argument among experts.
This war of ideas had real consequences and
was raging outside INWG. While most INWG
members were aware of the pressure, it was
much more real to the Europeans than the
Americans. Its effects on the discussions in
INWG were significant.33 If nothing else,
knowing there is a faction wanting to elimi-
nate the idea entirely inhibited the discussion
of the warts or apparent weaknesses that often
occur in the early stages any new idea. There
is reticence to explore and understand these
warts if there are those who would seize on
them not to improve the idea, but to abandon
it. In fact, there is a tendency to avoid the
topics entirely or to argue that the weaknesses
are not weaknesses. All of this gave rise to a
bunker mentality. This was doubly harmful
because the problems with a new idea often
lead to a deeper understanding and a much
improved result. The debate with the PTTs
was intense and heated, causing both sides to
dig in behind their positions even more. And
it only intensified over the next decade.34

Electro-political Engineering:
The Battle Lines
In the 1970s, most communication standards
were developed in the CCITT (Consultative
Committee for International Telegraphy and
Telephony35), a branch of the ITU (Interna-
tional Telecommunications Union). In most
of the world, the PTTs were government min-
istries. Consequently, agreements at ITU were
agreements among governments, so ITU is a
United Nations treaty organization. Thus, the
member states of the UN are the only ones
who can vote.36 At the time, the CCITT pub-
lished a set of new recommendations on a
four-year cycle. All new recommendations
were issued at once in the famous “colored
books,” each cycle having a different color.

At the same time, the prospect of com-
puter communications offerings such as SNA
had created a market for private or corporate
networks. This opened the door for ISO
(International Organization for Standards) to
initiate projects on communications. ISO is a
voluntary standards organization and
national representatives are not necessarily
part of the government.37

CCITT’s Study Group VII (SGVII) was
developing the connection-oriented protocol
for packet-switched networks, X.25, for inclu-
sion in the 1976 recommendations.38 X.25

This was a war of

competition disguised as

a rational technical

argument among

experts.
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defined an interface between packet-mode
DTEs and DCEs—in other words, between
hosts and switches. It defined three layers: a
physical layer, using V.21; a data link layer using
LAPB, a variant of the HDLC (High-level Data
Link Control) protocol; and a network layer,
using the X.25 packet-level protocol. There
was no transport layer protocol being devel-
oped in SGVII for two reasons: they didn’t
believe one was necessary, and a transport pro-
tocol was a host-to-host protocol and by defi-
nition outside their domain (another reason
for not liking it).

One of the first efforts by INWG was to
introduce datagrams into X.25, an alternative
Layer 3 protocol. INWG realized that this was
a long shot. It was late in the cycle for even a
member to introduce new work to be
included. There was even less chance that
radically different new work from a mere liai-
son organization, such as IFIP WG6.1, would
be accepted.

The PTTs countered with a proposal that
they called Fast-Select. Fast-Select was sup-
posed to set up, send data, and close the con-
nection with a single packet exchange. This
was not at all a connectionless datagram, and
considerable time and effort was expended
explaining why it was different and why Fast-
Select was not acceptable. The INWG proposal
was unceremoniously rejected. Ultimately, a
datagram option was included in the first
X.25 recommendation in 1976, but it was an
empty victory given that the probability that
any PTT would implement it was close to nil.
Probably the most positive accomplishment
of this effort was to convince SGVII to align
LAPB39 with the ISO HDLC standard from
which it was derived. The differences were
minor and almost arbitrary, so it was a rela-
tively easy argument to make.40

Commercial packet-switched offerings
began to appear as early as 1974. X.25 net-
works became operational in the US, Britain,
Canada, France, and elsewhere as soon as X.25
was published in 1976. INWG and the com-
puter companies aligned with it had learned
that being a liaison delegate to CCITT had lit-
tle influence. Not having a vote in CCITT
severely limited what they could hope to
accomplish. They were going to need a play-
ing field where they had more influence. They
immediately began to approach the ISO data-
communication committee, TC97/SC6.41

INWG recognized that the real battle
would be over internetworking. Basically,
two approaches to internetworking were
being investigated: protocol translation at

the boundary between two networks and
adding an internetworking layer over the dif-
ferent network technologies to provide a
common service to the layer above. In the lat-
ter case, each network layer provided a serv-
ice to an overarching Internet transport
protocol, just as each data-link layer provided
a service to an overarching network layer.

The INWG participants had already seen a
much wider range of network types with the
Arpanet, the PTT X.25 networks under devel-
opment, Ethernet, SATnet, and the early
Packet Radio Network, and it was not hard to
imagine others in the near future. Believing
(correctly) that with such a wide variety of
networks that translation would become bur-
densome and complex, they chose the sec-
ond approach.6

SGVII, on the other hand, was looking at a
much narrower problem. For them, it was
only a question of how to interconnect X.25
networks. They chose the protocol transla-
tion strategy. X.75 defined a hop-by-hop con-
nection-oriented interface (in their terms)
between two X.25 networks—a distinctly
beads-on-a-string approach. A X.75 draft first
appeared officially in the 1978 documents
published at the half-way point in the four-
year cycle. (Contributions and earlier drafts
had been circulating well-before that.42) The
SGVII approach was not going to work for
the more general problem that one could
already see coming in private networks.

Hence, INWG needed to have a well-devel-
oped proposal for an internetwork transport
protocol. It was in this context that INWG
started work on what would become INWG 96.

The Debate within INWG
The crux of all protocol designs is the coordi-
nation (or synchronization) of a distributed
shared state. To transfer data reliably, a proto-
col is implemented as two finite-state
machines exchanging messages. The mes-
sages carry not only the data, but also infor-
mation to update the state machines—that
is, control information. The control informa-
tion is used to ensure that the data received is
not lost or corrupted and is in the correct
order and that the sender is not sending too
fast for the receiver. Because data is con-
stantly being transferred, the state of the two
machines is seldom the same, but they
should be consistent so if transfers stop they
will settle to a consistent state. Designing pro-
tocols to operate end-to-end presented new
problems, especially on the issue of how to
achieve the necessary synchronization for
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the feedback mechanisms of the protocols to
work reliably. Without distributed synchroni-
zation, the protocol can fail to make progress
or, worse, deadlock.

The protocols that had been developed for
data communications up to this point had
operated over point-to-point links (opposite
ends of a single wire). This simplified the prob-
lem or, perhaps more correctly, avoided some
of the more subtle cases that could occur
when operating over a network.43 Solving this

was a matter of considerable research in the
1970s (see the sidebar). There are other issues
to be settled when designing a protocol (such
as how large sequence numbers should be and
whether to use fixed or variable window flow
control), but this is by far the crux of the mat-
ter. The other issues are distinctly secondary.

For the people in INWG, there was general
agreement on the big issue of synchroniza-
tion. As McKenzie points out, the differences
between the two INWG proposals were not

The Road to Understanding Distributed Synchronization
On first encounter, Richard Watson’s proof that the nec-

essary and sufficient conditions to achieve distributed

synchronization is to bound three timers seems to come

out of left field, a bolt from the blue; it’s an astounding

result with no precedent. Messages are exchanged, but

messages are always exchanged. That isn’t what ensures

that synchronization is achieved. As with most

“discoveries,” this is not really the case. They are more a

case of a developing deeper understanding than sudden

enlightenment, although I would hazard to guess that

there was an instance when Watson saw the answer

before he had worked out the complete proof. That

insight came from the increasing understanding of the

problem that that was accruing over time in the early

1970s. This process has always moved by erratic steps.1

Given that this problem is at the heart of all data-transfer

protocols, it is important to take a closer look at how this

knowledge developed.

The early data-link protocols (those that operated

over a point-to-point link, such as SDLC and HDLC) pro-

vided reliable communication. They worked well. If a

message was lost or damaged, withholding the ACK

caused a time-out and a retransmission of the unac-

knowledged data to correct the problem. Propagation

time was fixed and deterministic. There was not much

room for variability. The link-layer protocol design was

straightforward. The new transport protocols, such as

those represented by INWG 39, 61, and 96, had new

failure modes: messages were being relayed at a poten-

tially variable number of routers, which could incur a

variable amount of delay and messages could be

dropped or could cause a loop because of inconsisten-

cies in the distributed routing. These problems could

occur any time including during initial synchronization

and termination, sometimes called connection establish-

ment and release or disconnect. This was a much less

straightforward problem than in traditional data-com-

munication networks of point-to-point links.

Initial synchronization for a transport protocol was

more complicated. From a software design perspective,

there was a desire to avoid timers. Timers seemed ugly

and an admission that the design was falling back on a

mechanism external to the protocol itself. They seemed

like a cop out, a last resort rather than solving the prob-

lem. It would be more elegant if one could find a

sequence of messages that would achieve synchroniza-

tion without having to resort to timers. What sequence

of messages alone could achieve synchronization? They

had not been required with data-link protocols, so why

did they keep turning up in transport protocols?

The first investigation into the problem came with

Dag Belnes’s paper.2 Belnes correctly assumed that if the

worse-case solution was understood, the problem would

be understood: How many message exchanges does it

take to deliver a single message reliably? Belnes started

with an exchange of two and detailed what could go

wrong. After testing three-way and four-way exchanges,

he found that a five-way exchange is mostly reliable as

long as neither side crashes. To protect against a crash, it

looked like a timer was needed. This was getting pretty

messy: five messages exchanged to deliver just one.

Carl Sunshine worked out the details for TCP (INWG

39) for what is now known as the three-way handshake

for initial synchronization.3 Of course, when taken in the

context of a TCP connection with SYNs at the begin-

ning, two FINs at the end, and n messages sent in

between, Belnes’ result is simply the degenerate case.

When there is a sequence of messages, the data and

ACKs form a continuing three-way handshake followed

by the two FINs on the end to close off the connection, a

bit like a chain stitch. So there is always an ongoing five-

way exchange: If n ¼ 1, it is Belnes’ five-way exchange.

Phil Merlin wrote his thesis on formal description

techniques, proving the properties of distributed syn-

chronization with Petri nets.4 Merlin proved that timers

were always required for synchronization. (There were
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substantial, and they boiled down two narrow
issues: how fragmentation was handled in
terms of packets or bytes and whether the
communication was a stream or what was
called a “letter.” A bit of explanation will indi-
cate why these were not that important.44

One concern in connecting networks
together was that networks had different
(and often small) maximum packet sizes (250
bytes was not uncommon). This would make
it necessary to fragment packets in transit

across different networks and then reassem-
ble them. The different packet sizes arose pri-
marily because of physical limitations in
both bandwidth and computing. INWG 39
(the TCP-based proposal) and INWG 61 (the
Cyclades TS-based proposal) had different
approaches to fragmentation. Any fragmen-
tation scheme depends on how the packets
are identified, usually by a sequence number,
so that the fragments can be reassembled
into the original packet. There were three

also papers on this problem by Andre Danthine and his

students at the University of Liege and a paper by Hubert

Zimmermann at IRIA, and Michel Elie at Bull, but I can’t

find my copies to cite them.)

Richard Watson was looking at this problem at about

the same time. The fact that, even with the three-way

handshake, hazards (or races) could still occur nagged at

Watson. There had to be a hazard-free solution. There

was something we weren’t seeing. The more he thought

about the problem, the more it kept coming back to the

problem of time: the time to know that messages had

either been delivered or disappeared from the network.

In that case, he had to carefully determine what contrib-

uted to how long messages could be in the network.5

Watson determined that there were three: maximum

packet lifetime, the maximum time to wait before

acknowledging, and the maximum time to exhaust

retries. With that it was clear that as long as the upper

bound on these was known and when a new cache of

state began, synchronization for reliable data transfer

was assured. A special initializing and termination

sequence of messages was unnecessary.

Why hadn’t someone determined this earlier? Aren’t

the bounds on these timers necessary in data-link proto-

cols? They are. But the deterministic nature of a point-

to-point link (propagation time) masks their importance.

Data-link protocols with feedback were a degenerate

case, not the general case. The greater variance with

relaying experienced by transport and the uncertainty of

a message arriving had exposed potential hazards. The

existence of the hazard convinced Watson that a simpler

explanation was there and, as it turned out, so was a

more general property, a deeper understanding. Then it

was necessary to understand the implications of the

results for protocol design.

It is interesting to also note that, while all of these

results were reached in the context of the problem of

achieving distributed synchronization for reliably trans-

ferring data, the heart of the problem is the synchroniza-

tion required for the feedback mechanisms of

retransmission control (ACK) and flow control.

Another important thing to note is that the publica-

tion dates for the papers I have cited here are fairly

meaningless. There was a very small group doing net-

work research, and for the most part, they all knew each

other. These researchers were exchanging drafts and

documents among themselves long before publication.

Publication dates then have to be viewed more as the

upper bound on when everyone could know the results,

rather than the lower bound.

Of course, these exchanges were not perfect, so we

can’t be sure that everyone was seeing everything from

everyone else about the same time. Still, given the labor

required to produce a journal article then and the delays

in publication, the journal publication dates and even

thesis dates were often long after the results were gener-

ally known by those working in the field. Even so, it is

clear that this work all took place in a short period of

time. For some people, the results that influenced their

understanding depended on the order in which they

saw them, rather than the order the results were avail-

able in published journals. One cannot assume synchro-

nization of knowledge.
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primary concerns relevant to the sequence
number and fragmentation:

� minimizing space in the message header
required the support of fragmentation
(especially in 1975),

� the processing overhead associated with
fragmentation and reassembly, and

� how long it would take for the sequence
number space to roll over.

The time must be long enough that all
packets and their acknowledgments have dis-
appeared from the network before a sequence
number can be reused. Neither INWG 39 nor
INWG 61 was completely satisfactory.

INWG 39 used sequence numbers that
were the number of the first byte in the
packet. (With byte sequencing, if the first
packet has sequence number X and carries Y
bytes of data, the sequence number of the
next packet will be Xþ Y). Fragmentation was
a simple matter of counting the bytes in a frag-
ment and giving the next fragment the appro-
priate sequence number. This was an elegant
and simple solution to the fragmentation
problem, but it had two disadvantages: First, it
consumed sequence number space quickly,
and with even a moderately high bandwidth-
delay product, it would be necessary to stop
sending before an ACK was received. (It would
not be possible to keep the “pipe” full.)45 Sec-
ond, because there was no requirement for
retransmissions on the same byte boundaries,
reassembly could be more difficult.46

INWG 61, on the other hand, sequenced
packets. Packets were numbered sequen-
tially, instead of using bytes. In this case,
fragments were identified by an extension to
the sequence number that enumerated the
fragments in multiples of a given minimum
fragment size. What was a reasonable mini-
mum fragment size? The smaller the mini-
mum, the larger the field required to
enumerate the fragments. If very small sizes
were temporary and would fall by the way as
new technologies developed, the field would
be too long and there would be unnecessary
overhead. If the field was always present and
the packet wasn’t fragmented, the field was
unnecessary overhead. If the field was
optional, then it required significantly more
complex processing.

Clearly, the packet sequence numbers of
INWG 61 would take longer to roll over than
byte sequence numbers. For a 32-bit sequence
number, the INWG 61 sequence number
would roll over after 232 packets were sent,

whereas the INWG 39 sequence number
rolled over after 232 bytes were sent. Even at
this early date, the prospect of satellite chan-
nels with large bandwidth-delay products
raised the concern that the 32-bit byte
sequence numbers in INWG 39 would be too
small. A bigger sequence number meant not
only more packet overhead, but also required
“long” arithmetic that was not always avail-
able and would require simulating it in the
critical path. Also the ACK field would have to
be the same size as the sequence number. Mak-
ing one longer makes the other longer as well.
This was especially an issue for INWG 39,
which had a fixed-length single header format
that was already larger than comparable pro-
tocols. Doubling the sequence number from 4
to 8 bytes would have increased the header
from roughly 28 to 36 bytes.47 At a time when
a 250-byte maximum packet length was not
uncommon, this was a real concern.

The debate over the letter concept was even
less critical. Here the issue was about how the
data stream was structured. INWG 39 pro-
posed a byte stream. The application would
transfer some amount of data to the transport
layer, which might be sent as one or more
messages. The receiver would deliver whatever
data it had when the application at the desti-
nation did a “read.” If the application needed
to know where certain boundaries were in the
data, such as between application messages,
the application had to delimit them.

INWG 61 proposed letter integrity that
was maintained from sender to receiver. In
this case, if the application passed an amount
of data (the letter) to the protocol, the proto-
col might fragment the letter into multiple
packets or combine it with others into a sin-
gle packet, but the letter was the unit deliv-
ered at the destination, meaning its identity
would be preserved. In other words, the pro-
tocol can slice and dice the letter in any way
it wants, but when all is said and done, it
should clean up its mess and deliver the same
thing it was given by the sender. This is just
good software engineering.

The two views are essentially different per-
spectives of the same problem: the stream
structure of INWG 39 is a protocol imple-
mentor’s preferred view, whereas the letter
structure of INWG 61 is the protocol user’s
preferred view. Later, the letter concept
became the OSI concept of SDU (Service-
Data-Unit) defined for all layers.

Both of these issues were classic engineer-
ing trade-offs, which engineers love to argue
about! And as McKenzie indicated, neither

The Clamor Outside as INWG Debated

68 IEEE Annals of the History of Computing



of these were that important and certainly
not fundamental to the architectural direc-
tion. It was much more important that the
network researchers resolve their modest
differences and present a common front to
the much more powerful PTT and IBM oppo-
sition, clamoring outside. When no agree-
ment could be reached to choose one or the
other of the proposals, a synthesis was pro-
posed: INWG 96.

Slow Down, You Move Too Fast
The two proposals before INWG necessarily
represented the understanding at the time. In
1975, all these concepts were new. The entire
field was only about six years old, and the
five-layer model was only three or four years
old and had not been thoroughly explored. It
was generally believed that there was more to
consider, especially above transport, where it
was felt that the surface had just been
scratched. There were only a few examples of
these kinds of transport protocols, probably
less than a half a dozen, and there had been
little time for major research to understand
the fundamentals of networks and protocols.
There was still much to learn. (It should be
noted just how few researchers were working
on these problems. The entire networking
community between Europe and North
America in 1976 was maybe a few hundred,
and probably well under 100 were concerned
with transport protocol issues.)

Two observations about science are impor-
tant here: One, there does not seem to be any
way to rush new insights. Putting more people
on a problem seldom yields results any faster.
Indeed, in some cases it can actually slow prog-
ress. It simply takes time for ideas to incu-
bate.48 Second, the longer a problem is
studied, the simpler it tends to get. The variety
of solutions becomes smaller; complete gener-
ality is found to be unnecessary, as understand-
ing is clarified.49 Some aspects are found to be
non-cases, better solutions are found, conven-
tions become dominant,50 or some problems
turn out to be different than first thought.
These observations are especially true when
exploring a new paradigm and sorting out
what carries over from the old paradigm, in
what form, and what no longer matters.51

The INWG researchers were definitely in
this problem-solving mode. Even a cursory
browse through INWG 96 shows that things
had not yet settled down.52 While much is
right, in some cases more right than current
practice, there is much more in INWG 96
than one would expect today.

However, the work was being moved from
research to standard far too quickly. Neither
INWG 39 nor INWG 61, nor the synthesis in
INWG 96, were the complete answer. There
were still fundamental insights to be made.
More important than the issues debated in
INWG were the key insights provided by
Richard Watson’s seminal work done in 197853

and demonstrated in the protocol Delta-t.
Watson proves that the necessary and suffi-

cient condition for synchronization in all
data-transfer protocols—synchronization for
the feedback mechanisms for retransmission
and flow control—is to set an upper bound on
three timers: maximum packet lifetime (MPL),
maximum time to acknowledge (A), and max-
imum time for retries (R). In other words,
there is no need for a special initial exchange
of packets to create the synchronization.54

This is an astonishing result that ranks with
Baran and Davies’ invention of packet switch-
ing and Pouzin’s insight about datagrams as
the seminal discoveries in networking, per-
haps even more important, given that its
implications are far deeper than simply defin-
ing the conditions for synchronization.

The perspective Watson takes to get to this
result is as intriguing and significant as the
result itself. And Watson has such a delightful
way of putting it! “All connections exist all the
time. Caches of state [also called state vectors
or transmission control blocks] are maintained
only on connections that have exchanged data
recently!” In this case, “recently” is 2ðMPLþ
Aþ RÞ; or 2Dt. If there is no traffic for 2Dt, the
state maintained for synchronization is dis-
carded. If there is more traffic later, the state is
simply recreated. The ports (the local handles
used by the application and the protocol to
refer to the communication) for the connec-
tion are still allocated. This is saying that port
allocation and synchronization are decoupled
and distinct. They are independent. All three
of the protocols considered by INWG conflate
port allocation and synchronization.55 This
has several major implications:

� All properly designed data-transfer proto-
cols are soft state. (Yes, some data-transfer
protocols today are not purely soft state.
This is software. It is always possible to do
it badly and have it work well enough that
no one notices.)

� This results in a much simpler and more
robust protocol.56

� It yields a protocol less vulnerable to
attack.57

� It avoids the necessity of heavyweight
solutions like IPsec.
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� Last but not least, it defines the bounds
of what is networking versus remote stor-
age: If MPL cannot be bounded, then it is
remote storage. That is, it’s a file transfer,
not networking. It is networking only if
MPL can be bounded.

Incorporating these results into a trans-
port protocol yields a much cleaner fit in the
architecture.

Remember synchronization was not a mat-
ter of much discussion in INWG. Yet it was the
major piece of the puzzle that was missing, a
piece with significant implications. Should
they have been looking at it? It is doubtful it
would have happened any sooner. It simply
had to wait for that flash of insight that can’t be
predicted and can’t be rushed. It is unlikely
(and seldom the case) that more people work-
ing on the problem would have seen it any
sooner.58 It just needed time to incubate and
people with the time or inclination to think
about it. Watson wasn’t pursuing this problem
because the other protocols didn’t work well
enough. He was trying to understand the fun-
damental properties of synchronization, not
just find something that seemed to work (see
the sidebar).59 Once he had the insight and the
results, he developed a protocol based on the
results to test his results. Because Watson’s work
came two years after the INWG 96 vote, a deci-
sion to choose any of the three INWG pro-
posals was in a real sense too early. INWG
wasn’t even debating different approaches to
synchronization.

The pressure from the PTTs pushed the net-
working researchers to get a transport protocol
in place soon, any transport protocol. And at
that point, there was more than a little personal
commitment behind each of the proposals.
The question was more whether or not there
would be a protocol proposed; at that point,
which one was secondary. That pressure did
not give anyone in the INWG group the luxury
to contemplate deeper insights. A transport
protocol proposal was necessary to counter the
PTT directions. As is common, the perception
was that this technology was much closer to
widespread deployment than it was. There was
a strong belief that there was one chance to get
it right. When, in fact, it would be another dec-
ade or more before that happened.

This is not to say they weren’t warned. In a
1974 INWG paper and later publication,60

Frank Kuo counseled caution: “It is the
author’s view that it is important to prevent
the issuance of premature standards by these
groups [CCITT, ISO, and INWG]. Packet com-

munication networks are still in an evolution-
ary stage. Early Standards could only freeze
the development process.” This is incredibly
prescient statement, given that they ended up
doing just that.

What Happened Next?
As noted earlier, by 1975, the computer
industry had learned that they would have
no influence in CCITT. They moved to ISO,61

where they had a freer hand, and after con-
siderable resistance from ISO’s own old
guard, the work on OSI (Open Systems Inter-
connection) was finally begun in March
1978, as TC97/SC16.62 INWG 96 was a liaison
contribution to the early work on the trans-
port layer and formed the basis for what
became Class 4 Transport. At roughly the
same time, CCITT SGVII began its own refer-
ence model effort. With the seemingly unten-
able prospect of competing models and no
hint of telecom liberalization on the horizon,
least of all in Europe, SC16 made the prob-
ably necessary and at the same time fatal
error of negotiating a joint project with
CCITT (finally formalized in 1983).

The agendas of the two organizations could
not have been more different. The PTTs had
no intention of relinquishing any of their
domain to anyone. However, the war would
be more indirect, not about markets but over
the supposedly technical issue of connection/
connectionless. The battleground was first the
OSI Reference Model (how to eliminate it or
contain connectionless as much as possible or
make it unattractive), then the transport layer
(was one necessary?), and finally the network
layer (how would connectionless standards be
isolated?).

The Reference Model and the transport
layer (being computer to computer) fell
under SC16, where computer companies
held more sway as opposed to SC6, the tradi-
tional data-communications committee,
which had more PTT influence. After a three-
year battle only narrowly decided (after a
promise of a US walkout), it became clear
that connectionless would be in the Refer-
ence Model (October 1983), but as unattrac-
tive as possible by constraining where
connection/connectionless could inter-
work.63 There had been a small initial victory
in that the outline for the Reference Model
included a transport layer.

Consequently, the PTTs fallback strategy
was to make the transport protocol standard
unattractive by loading it up with five
optional and distinct protocols (called TP0
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through TP4)64 of which only one, based on
INWG 96, was necessary. The other four
options were added due to political pressure
primarily from CCITT. It is worth noting that
SGVII insisted on including Class 0, which
had nothing but a placeholder header and a
one-to-one mapping to the network layer—
in other words, no transport layer. But it did
require the use of RTSE.

However, it is a credit to the OSI Transport
Layer Group that, in the midst of all this con-
troversy, they were able to incorporate new
research results into INWG 96 by incorporat-
ing the most important of Watson’s results,
explicitly bounding all three timers and
decoupling port allocation from synchroniza-
tion. They did stop short of discarding state if
there is no traffic for 2Dt.65 Hence, TP4 has
the beneficial advantages noted earlier.

The Internet designers did include an
explicit mechanism to bound MPL with the
time-to-live field in IP, but it is difficult to
know whether this was based on Watson’s
results or if it was arrived at independently.
There was no attempt to bound the other two
timers. TCP suggests bounding MPL and does
require an implementation to wait 120 sec-
onds (an estimate of MPL) before discarding
state when a connection is closed and indi-
cates what can happen if it isn’t, but it
assumes that normal operation will bound
the other two timers and port allocation and
synchronization are not decoupled.66 Oddly,
contrary to the stereotype of the conservative
standards group, OSI was more receptive to
new research results than the self-described
cutting-edge DoD researchers.67 In the end,
Watson’s results were almost entirely lost and
are not treated in any of the vocational net-
work textbooks used in universities today.
Meanwhile, SC6 became the focal point of
the connectionless/connection battle with
both sides committing major manpower to
it. This was the crux of the matter.

Also in 1983, IBM began to run full page
ads in journals like Scientific American, show-
ing the seven layers of SNA.68 SNA had always
had five layers, a testament to the “flexibility”
in interpreting the OSI Reference Model. The
ads said, OSI was good for data transfer, but
did not have network management. What
IBM was stonewalling in OSI? Network man-
agement, but that is another story. OSI defi-
nitely had a two-front war to contend with.

The constant battle to limit connectionless
was a major distortion and impediment to the
trial and error necessary to working out a bet-
ter understanding of these new ideas. Needless

to say, such inquiry fell by the wayside fairly
quickly. Any problem would be turned into a
call for abandoning the whole approach. In
OSI, which had to accommodate both, it led
to artificially increased complexity. For the
Internet far from the front lines of the battle,
there was no question about connectionless.
The Internet had no such constraints and was
free to more deeply understand the connec-
tionless concept and find new insights about
its nature. Instead, the Internet community
pursued connectionless with all of the zeal of
a convert, applying connectionless in ways
that had never been intended,69 seeing them-
selves as an embattled elite, becoming more
insular and subject to group think.70 Mean-
while, the Internet research community was
not addressing the real problems confronting
networking. They were in a position to leap-
frog the OSI effort solving problems that were
too mired in politics to be addressed in OSI,
but they didn’t.

The intensity of the debate generated a
bunker mentality among both connectionless
factions (the Internet and the OSI connection-
less supporters71 versus the PTTs). Everyone
hunkered down, fearing that any proposal for
compromise from the other side was some
sort of ruse that would later be turned against
them to eradicate their view. Positions became
more entrenched. There was no way to care-
fully investigate the fundamental nature of
connections and connectionless that might
have lead to a synthesis of the kind Arpanet
researchers had already pulled off with several
seemingly irreconcilable concepts.

One could argue that this was not the work
of a standards committee and that would be
correct. It is what researchers should do.
Oddly enough, during this period, more new
developments were created and adopted by
the standards groups than the DoD research-
ers. But research tended to be (and still is)
directed to more engineering questions to
maintain the Internet, not to consider the
fundamentals and what would be needed.
The technical problems appeared to be oil and
water, and the intensity of the debate72

ensured the problems would stay that way.

Conclusion
McKenzie’s conjecture about what might
have happened had DARPA not gone its own
way is sound:

I once thought that if the research community
were united behind one End-to-End Protocol,
we might have avoided most or all of the
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incredibly wasteful ISO Open Systems Inter-
connection activity. However, the OSI effort
was probably an inevitable clash between com-
puter manufacturers and PTTs, and of both
against IBM.1

He is right on both counts. It was far more
important for the research community to
present a common front against the status
quo of the PTTs than to fragment over minor
differences that ultimately didn’t matter. But
getting acceptance in a wider venue always
takes more time. That wasn’t necessarily bad,
as Kuo had warned. There were additional
benefits to be gained by a united front. There
were still fundamentals to be worked out and
research to be done that could not and
should not have been attempted in a stand-
ards committee. Had DARPA stayed in the
game and participating in the ongoing
efforts, but made it clear that it only wanted
the connectionless side of the architecture
while forging ahead with new research, it
could have acted as a counterweight to the
PTTs. The outcome could have been very dif-
ferent.73 It would have been possible for a
united research front to address some of the
issues that there had not been time to con-
sider in the Arpanet. The stagnation that now
plagues network research might have been
avoided. OSI was bogged down in politics,
thus providing an example of the general rule
that standards are no place to explore new
concepts.74 The Internet designers and pro-
moters had no such constraints and had the
opportunity to move ahead, continuing the
development of the nascent networking con-
cepts beyond the initial work from the mid-
1970s. Instead, the Internet froze in the face
of the PTT opposition75 that was going on in
OSI, relying on Moore’s law and band-aids
(under the rubric of “small incremental
change”) to solve its problems.76

The only alternative would have been for
the computer companies to take the view
that the trends were on their side and made
the bold decision to not enter into a joint
project with the PTTs in the 1980s. It is cer-
tainly the case that the lack of any kind of
common ground between the computer
companies and the PTTs doomed OSI. A
purely computing-led OSI effort with the
Internet as its research vehicle would have
had more commonality in its vision and bet-
ter technological solutions.

But there are a myriad of reasons why this
could never have happened. First, it is simply
not in the nature of committees charged with

getting the minimal agreements necessary to
maximize their members’ individual market
share to take strong stands, especially in such
a competitive and uncertain environment.
There were immense political pressures, espe-
cially in Europe where with no hint of liberali-
zation it appeared that an onerous networking
environment completely controlled by the
PTTs would arise and ensure their continued
dominance. Perhaps there should have been
more faith in the PTT’s track record of building
products with very near-term market win-
dows. The PTTs were woefully unprepared for
the truly disruptive nature of the technology
changes that were setting up to roil both the
computer and communications industries.
There would have been time to work out the
concepts rather than freezing them so early
as Frank Kuo had warned in 1974. There was
much more at stake than minor details
about a transport protocol. Even if ISO had
not set up a joint project with CCITT, there
would have been supporters of a PTT world-
view in the OSI discussions. After all, it was
the only environment most Europeans knew
and the environment their products were
built for, not to mention the discomfort
with nondeterminism. The same arguments
were bound to have occurred. Although
they probably wouldn’t have played as great
a role as they did. And DARPA’s decision not
to accept the majority’s decision would have
also undermined any effort without the
PTTs. This is especially problematic given
how small the differences were between
INWG 39 and INWG 61.

The real lesson here may be that in the
heat of discussion people tend to focus on
details that don’t matter rather than the first-
order effectors that do, an observation borne
out by much research on organizations behav-
ing under high degrees of uncertainty.77 That
was certainly the case here.

At the same time, it is not uncommon for
seemingly small distinctions to be a major
inflection point in a design: Make the right
choice and the future is bright and simple.
Make the wrong choice and the future is con-
demned to the hell of constant patching. It is
sometimes hard to know which is which.
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